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Objectives

After completion of this module you will

e Learn how to use Intel Software Development Products for

multi-core programming and optimizations

e Be able to rapidly prototype and estimate the effort required

to thread time consuming regions
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Agenda

A Generic Development Cycle
Case Study: Prime Number Generation

Common Performance Issues
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What i1s Parallelism?

Two or more processes or threads execute at the same time

Parallelism for threading architectures

e Multiple processes
e Communication through Inter-Process Communication (IPC)
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Amdahl’s Law

Describes the upper bound of parallel execution speedup

05 +
Tparallel = {(1'_P) + P/n} Tserial

n = number of processors

Speedup = Tserial / Tparallel 1.0/0.3521033

Serial code limits speedup
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Processes and Threads

Stack Modern operating systems load
programs as processes

thr?ad e Resource holder

main() = Execution

Stack Stack A process starts executing at its entry

point as a thread
thread .- thread

Threads can create other threads within
the process

Code Segment e Each thread gets its own stack

Data segment All threads within a process share code

& data segments
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Threads — Benefits & Risks

Benefits

e Increased performance and better resource utilization

e Even on single processor systems - for hiding latency and increasing
throughput

e IPC through shared memory is more efficient

NEE
e Increases complexity of the application
e Difficult to debug (data races, deadlocks, etc.)
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Commonly Encountered Questions with
Threading Applications

Where to thread?

How long would it take to thread?

How much re-design/effort is required?

Is it worth threading a selected region?
What should the expected speedup be?

Will the performance meet expectations?

Will it scale as more threads/data are added?

Which threading model to use?
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Prime Number Generation

bool TestForPrine(int val)
{ /Il let’s start checking from 2
int limt, factor = 2;
limt = (long)(sqrtf((float)val)+0.5f);
b user1?@)ceun—linux—p-rud-uct-iun:~.-‘F;rimeSi.ng-le — e . - f act or ) )

[userl7@xeon-11nux-production PrimeSinglel]$ ./PrimeSingle 1 20
100%

8 primes found between 1 and 20 1in 0.00 secs
[userl7eéxeon-11nux-production PrimeSinglel$ |

I

void FindPrines(int start, int end)
{
int range = end - start + 1;
for( int i = start; | <=end; i += 2 )
{
| f( TestForPrime(i) )
gl obal Pri mes[ gPri nesFound++]
ShowPr ogress(i, range);

}
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Development Methodology

Analysis

e Find computationally intense code

Design (Introduce Threads)

e Determine how to implement threading solution

Debug for correctness

e Detect any problems resulting from using threads

Tune for performance

e Achieve best parallel performance
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Development Cycle
A EWATES

Design (Introduce Threads)

—Intel® Performance libraries: IPP and MKL
—OpenMP* (Intel® Compiler)

—Explicit threading (Pthreads*, Win32%)
Debug for correctness

Tune for performance
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Analysis - Sampling

bool TestForPrinme(int val)
{ I/l let's start checking from3
int limt, factor = 3;
limt = (long)(sqrtf((float)val)+0.5f);
while( (factor <=limt) & & (val % factor))
factor ++;

Use VTune Samplir

return (factor > limt);
_RTC_CheckEzp

woid FindPrimesz(int int)

agrtf
_ftal2
woid ShowProgresz(int.int]

’ bool TestFarPrimelint)
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Analysis - Call Graph

EntryPoint
FindPrimes

LT
L)

I
-I'
i
LI

sommandLineArguments

[y —

This is the level in
the call tree where
we need to thread

FindPrimes

main
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Analysis

Where to thread?
e FindPrimes()

Is it worth threading a selected region?

éjThmad fﬁ

¢ user17@xeon-linux-production; -/PrimeSingle

[userl7@xeon-11nux-production PrimeSinglel$ ./PrimeSingle 1 1000000
100%

78498 primes found between 1 and 1000000 1n @ eCs
[userl?@xeon-11nux—production PrimeSinglels li

e Appears to have minimal dependencies
e Appears to be data-parallel

e Consumes over 95% of the run time Baseline

measurement
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Foster’s Design Methodology

From Designing and Building Parallel Programs by lan Foster

Four Steps:

e Dividing computation and data

e Sharing data between computations
e Agglomeration

e Grouping tasks to improve performance

e Assigning tasks to processors/threads

Optimizing Performance of Parallel Programs on Emerging

Multi-Core Processors & GPUs (OPECG-2009 @ . l
15 <. (Inte )

OPECG 2009

Copyright © 2006, Intel Corporation. All rights reserved.

Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States or other countries. *Other brands and names are the property of their respective owners.

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

Designing Threaded Programs

The

. : Problem
e Divide problem into tasks

e Determine amount and pattern
of communication

Agglomerate
e Combine tasks :

created threads

 Assign agglomerated tasks to A a
—~ S

Combined Tasks
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Parallel Programming Models

Functional Decomposition

e Task parallelism

e Divide the computation, then associate the data
e Independent tasks of the same problem

Data Decomposition
e Same operation performed on different data
e Divide data into pieces, then associate computation

Optimizing Performance of Parallel Programs on Emerging

Multi-Core Processors & GPUs (OPECG-2009 @ . l
L7 <. (Inte )

OPECG 2009

Copyright © 2006, Intel Corporation. All rights reserved.

Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States or other countries. *Other brands and names are the property of their respective owners.

PDF created with pdfFactory Pro trial version www.pdffactory.com


http://www.pdffactory.com
http://www.pdffactory.com

Decomposition Methods

Functional Decomposition

e Focusing on computations can
reveal structure in a problem

Grid reprinted with permission of Dr. Phu V. Luong, Coastal and Hydraulics Laboratory, ERDC

LELEIS

Model

Domain Decomposition

Focus on largest or most frequently
accessed data structure

Data Parallelism
e Same operation applied to all data
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Pipelined Decomposition

Computation done in independent stages

Functional decomposition
e Threads are assigned stage to compute
e Automobile assembly line

Data decomposition
e Thread processes all stages of single instance

e One worker builds an entire car
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LAME Encoder Example

LAME MP3 encoder

e Open source project
e Educational tool used for learning

The goal of project is
e To improve the psychoacoustics quality
e To improve the speed of MP3 encoding
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LAME Pipeline Strategy

Prelude Acoustics

\

Fetch next frame Psycho Analysis Apply filtering Add frame header
Frame characterization FFT long/short Noise Shaping Ch(_%Ck correctness
Set encode parameters Filter assemblage Quantize & Count bits Write to disk

Hierarchical Barrier

Prelude N |Prelude N+1 Prelude N+2 Prelude N+3

Acoustics N Acoustics N+1 Acoustics N+2

S

~,

Frame N

Frame N + 1
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Prime Number Generation

Design

What is the expected benefit?
Speedup(2P) = 100/(97/2+3) = ~1.94X

How do you determine this with the least effort?

Rapid prototyping with OpenMP

How long would it take to thread?

How much re-design/effort is required?
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OpenMP

Fork-join parallelism:
e Master thread spawns a team of threads as needed

e Parallelism is added incrementally
e sequential program evolves into a parallel program

Master
Thread

Parallel Regions
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Design

Hpr agna onp (baral | el {if or

forg I1nt I =xstart; | <=end; 1+= 2 ){

OpenMP [@RCERL\ZaN:l( Divide iterations

gl obal Pr\ nmes| of the for loop

-~

Create threads here for
Ul this parallel region

} 2 usert F@xeon-linux-production: -/PrimeOpentp

[userl7@xeon-11nux-production PrimeOpenMP]$ ./PrimeOpenMP 1 1000000
90%

78197 primes found between 1 and 1000000 1n 8.48 secs
[userl7@xeon-11nux-production PrimeOpenMP]$ I
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Design

What is the expected benefit?

How do you determine this with the least effort?

Speedup of X (less than 1.94X)

How long would it take to thread?
How much re-design/effort is required?

Is this the best scaling possible?
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Debugging for Correctness

¢ user1 7mxeon-linux-production: - /PrimeOpeniiP

Luserl7éxeon—11hux-production
20%

78227 primes found between
[useriTexeon-11nux-production
90%

78200 primes Tound between
[useri7exeon-11nux-production
90%

78169 primes found between
[userivexeon-11nux-production
90%

78198 primes found between
[userirexeon-11nux-production
90%

78154 'primes found between
[useri7exeon-11nux-production

PrimeOpenMP]$ . /PrimeOpenMP 1

1 and 1000000 1in 8.77
PrimeOpenMP]$ . /PrimeOpenMP 1

1 and 1000000 1n 3.45
PrimeOpenMP]$ . /PrimeOpenMP 1

1 and 1000000 1in 8.74
PrimeOpenMP]$ . /PrimeOpenMP 1

1 and 1000000 1n 8.72
PrimeOpenMP]$ . /PrimeOpenMP 1

1 and 1000000 1n 8.70
PrimeOpenMP]1s |}

Is this threaded implementation right?

No! The answers are different each time ...

1000000

secs
1000000

s5eCs
1000000

secs
1000000

secs
1000000
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Debugging for Correctness

Intel® Thread Checker pinpoints notorious threading bugs like
data races, stalls and deadlocks

VTune™ Performance Analyzer

J Binary Primes.exe
Srerrarailen Instrumentation (Instrumented)

-opennp -tcheck RUNtimMe

IMISTUTerTtatiorn T +.50’s (Ir strumented)
\l e _ Data

| Collector

[ Primes.exe

menana—— trcadchecker.thr

o7 Multi-Core Pr (reSUIt flle) : i‘nter)

OPECG 2009
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Debugging for Correctness

If application has source instrumentation, it can be run from
command prompt

threadchecker.thr
(result file)

[ Primes.c ]

{

Compiler
Source
Instrumentation

V

[ Primes.exe

\/.

T ,

Optimizing Performance of Parallel Programs on Emerging

Multi-Core Processors & GPUs (OPECG-2009 @ = ®>
28 ; ‘ l"t&l

OPECG 2009

Copyright © 2006, Intel Corporation. All rights reserved.

Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States or other countries. *Other brands and names are the property of their respective owners.

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

FrimeCpentP.cpp - Thread Checker - Activity:
[ 1

PrimeCpentP.cpp - Thread Checker - Activity: |

| 1zt Access |v| E i E

Location u:uf_the firzt thr_ead that P eeE
waz executing at the time the

conflict occurred Ox1llc
Stack:

PShowProgress GiEyAxHH &
"PrimedpentP.cpp: 77 —
[FrimelpentdP.exe, Ox1374] —
PFindPrimes@E A HHEE e
"Prime0pentdP.cpp'112 0x136E 7 LX) gProgress++;
[Frime0 pentdP.exe, 0x123d]
FFindPrimes. @Ey AXHH @2 Ox1374 percenthone = (int) [ (float)gProgress/ (float) range *Z00.0f 4+ 0.5f);
"Prime0pentdP.cpp': 106
[Prime0 pentdP.exe, 0x119¢c] O0x13E3 if|{ percentDone % 10 == 0 )

O0x13DF printf("™b'E\bib33ds:", percentDone):;

. L{_] i
[« anddceess [+] ERBER | L% 27 55|

Location of the second thread T

that was executing at the time the

conflict occurred Ox111C 71
72

I
i
|
Stack: i
i
i
i

Jource

wvold ShowProgress| int wval, int range )
Ox1360 {

int percentDone = 0;

WIRWUO AT SOUBLUCHE 4 4 200 1, |

Jource

wvold ShowProgress| int val, int range )
{

73

E‘ghuwF’ngress.@@:“r’éKHHE_ﬂ i i
rimelpentdP.cpp': 77

[FrimelipentF exe, 0x1374] I3
FindPrimes@@TAXHHEZ_ Bt
"Prime0pentdP.cpp' 112 0x136E 7 AX gProgress++;
[Prime0 pentdP.exe, 0x129d]
FFindPrimes, @Ey AXHH EE Ox1374 | percenthone = (int) ((float)gProgress/ (float)range *Z00.0f 4+ O0.5f);
"Prime0pentiP.cpp': 106
[Primel pentdP.exe, 0x119c] Ox13E3 | if|{ percentDone % 10 == 0 )
O0x13DF | printf(™\bYE\b\b33ds: ", percentDone);

int percentDone = 0

-
11}

| Diagnmticsl Stack Traces Source "-.-"iewJ
' [l
Diagnostics I Stack Trace&i Source "v“iewi

) . . OPECG 2
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Debugging for Correctness

How much re-design/effort is required?

Thread Checker reported only 2
dependencies, so effort required
should be low

How long would it take to thread?
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Debugging for Correctness

#pragnma onp parallel for
for( <= end;
| f( TestForPrime(i) )

#pragnma onp critical

int 1 = start:; |

gl obal Pri mes[ gPri nesFound++]

ShowPr ogress(i, range);

4= 2 )

Will create a
critical section for

B this reference
I

#pragnma onp critical

{

gPr ogr ess++;

Wil create a critical
section for both
these references

per cent Done =

(i nt)(gProgress/range *200. 0f +0. 5f)

31
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Correctness

Correct answer, but performance has slipped to — X!

2¢ user17@xeon-linux-production: -/PrimeOpeniP

[userl7@xeon-11nux-production PrimeOpenMP]$ ./PrimeOpenMP 1 1000000
100%

78498 primes fTound between 1 and 1000000 1n 9.18 secs
[userl7@xeon-11nux-production PrimeOpenMP]$ |

Is this the best we can expect from this algorithm?

No! From Amdahl’s Law, we
expect scaling close to 1.9X
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Common Performance Issues

Parallel Overhead
e Due to thread creation, scheduling ...

Svnchronization

e Excessive use of global data, contention for the same
synchronization object

Load Imbalance
e Improper distribution of parallel work

Granularity
e No sufficient parallel work
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Tuning for Performance

Thread Profiler pinpoints performance bottlenecks in threaded
applications

VTune™ Performance Analyzer

[ i . ] Thread Profiler

J Binary Primes.exe
Camniler Instrumentation (Instrumented)

-opennmp_profile Runtime

Iriscrarrieritatiorli | I +_SO’S (lrstrumented)
l ———  ERELE]

| Collector

[ Primes.exe

Bistro.tp/guide.gvs
S (result file)
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Tuning for Performance

If application has source instrumentation, it can be run from
command prompt

Bistro.tp/guide.gvs
(result file)

[ Primes.c ]

{

Compiler
Source
Instrumentation

V

[ Primes.exe

\/.

T ,
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Thread Profiler for OpenMP

= 4 e E Reference Run: A0: TMOpenMP\guide-01a.gvs [C:iclaylclassfilesiLinuxdTh ~ |

E? VTune(TM) Performance Environment Help

b= _ ﬁ =h e

Hide Locate Back F o Refrezh  Home nt Options

Contents ]|ﬂdBH l §earchi Favor_itesi Imbal
Disclaimer and Legal Infarmation
& Tune(Th) Performance Emvironme ||| Time spent waiting for other threads to reach the end of a parallel region.

> Tuns(Th) Periormants Analy 7gy A large amount of time spent here indicates a workload imbalance across threads. Dynamic scheduling
Command Line Suppart techniques may be usefLl in smoothing the load across threads.
Intel(R) Thread Checker

Intel(R) Thread Profilar

&)

£

1 runs 1 showing, 3 regions 3 showing

Data | Threads J Fegionz I Summaryl
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Thread Profiler for OpenMP

2 ¥ H@® Reference Run: [40: TMOpenMPguide-01a.gvs (CiclayiclassfilesiLinuxdTh ~|
e

Whole Program

Speedup Graph | s

Estimates threading speedup and
potential speedup

A

e

[t - T O e O

“ - Based on Amdahl’'s Law computation U1234556 78

Mumber of Threads

Speedup Curves:

Gives upper and lower bound Specips o Hurs:
- upper, ¢ lower, * actua
estimates

| #ithreads | Total | Parallel _. Sequential :. Imbalance | Barrier | Locks | Synchronized | Parallel overheads | Sequential overheads
4 92EE 7455 0.000 0.E30 0.000 0.852 0129 IREY!

%
i runs 1 sﬁowing

Fegions | Sulmary
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Thread Profiler for OpenMP

Region R1
Estimated Speedups

/]

- O e B

parallel

show nested regions e
Clone viewer speedup Curves:

ource upper, — lower, — ideal
Show Legend Speedups of Runs:

Shiow Speedup Plak upper, ¢ lower, * actual

Wertical Bars

Beqgin At Bottom

Fit In View
Percentage Mode
add all bars to legend

| Hum. threads (|Totsl | Paalel W Sequentil  Mimbalance W Bamier | Lacks || Synchionized | Parallel overheads | Sequential overheat
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

0.000 0.000 0.000 0.000 0.000 0.0 0.000 0.000

1 runs L s— eg-iio.ns-é_éhou;.l-in.g
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=-= -5 | = XM

AOTO Thread O . . _

AOTH Thread 1 | _ _

AOT2 Thread 2

AOTS Thread 3

o 1 2 3 4 5 B Fi g a9 1
Label |Total | Parallel M Sequertisl  Wlimbalance W Barier | Locks || Synchrorized | Paralel overheads | Sequential overheads i
A0TO 9.267 B.362 0.000 1.753 0.000 0.876 0133 0143 0.000
A0T1 9.266 7E18 0.000 0516 0.000 0.861 01N 0140 0.000
AOT2 9.266 7662 0.000 0.4a90 0.000 0.845 0129 0140 0.000

i- runs_ l_sh_owmg, 3 reg_io.ns. é_;h-ov-._lin.g

Dats Threadle Fegionz I Sumrary J

P el Progra O
—

intel.

m opyright © 2006 el Corporatio A g eserved
e tradema or registered tradema 0 el Corporation o bsidiarie e ed ates or other co es. *Other b
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Thread Profiler for OpenMP

Thread O
342 factors to test 116747

: : 250000
A0T1

Thread 1
612 factors to test 373553

500000

e e o Thread 2

789 factors to test 623759

1] 1 2 9

Thread 3
934 factors to test 873913

i runs ISh-l

Dats | Threads
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Thread Profiler for OpenMP

Thread O
342 factors to test 116747

A0T1 Iliﬁiiiiill

Thread 1
612 factors to test 373553

500000

Thread 2
789 factors to test 623759

—| 750000

| Thread 3 S :;:EDDD
S I T
- — - 934 factors to test 873913 o

1 runs 1 shaw

Dats | Threads
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Fixing the Load Imbalance

Distribute the work more evenly

void FindPrinmes(int start, int end)

{
/] start is always odd oq
int range = end - start + 1; ~

#pragma onp parallel for schedule(static, 8)
for( int i = start; I <=end; i += 2)

{
| f( TestForPrine(i) )

#pr agn‘a On‘p Cr | t | Cal 2< user17mxeon-linux-production; ~/Prime0 pentP

g| obal Prin [userl7@xeon-11nux-production PrimeOpenMP]$ ./PrimeOpenMP 1 1000000
100%

. 78498 primes found between 1 and 1000000 1n 9.22 secs
ShowPr ogr essS( | fuserizexeon—11inux-production PrimeOpentP]s i

Scaling achieved is X L
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Back to Thread Profiler

— Too much timein locks —
and synchronization?

AOTO

If no sync, would
»——— only achieve X

1 2 3 4 5 =3

| | Total | Paralel |® Sequential ¥ Imbalance |W Barier | Locks | Synchronized | Parallel overheads | Sequential overheads
3014 7.503 0.000 0.309 0.000 0.9 0130 014 0.000
4012 7814 0.000 0.000 0.000 0530 0127 014 0.000
9.012 7.811 ; 0.002 0.000 0932 0.127 0.141 0.000

v ot 0.000)

Why are we not getting any
speedup?
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Is It Possible to do Better?

Using t op we see

09:10:46 up 1 day, 16:42, & users, load average: 0.69, 1.05, 0,57

?g Da—u T e . I Al B Ve e B = W S = R T e e M W e T e Rl P = =P |

CEL | 889:01:54 uwp 1 day, 16233, & UsePfs, Togd average: 8.32, 0.726, 0.11

?g P Pl e e el e Lo R B S el B e Pt B W b T T e M | =g o R P = =T |

CPU| 09:30:31 wuwp 1 day, 17:02, 5§ users, load average: 0.16, 0.10, 0.18
79 processes: 78 sleeping, 1 running, O zombie, 0 stopped

CPU states nice syst “ ” idle
'tota] 245.0%' W BeR - .buthas “flashes” fyge

e L 0. 0% ) B. 0%
CELJ[:]]. 61.5% 0. 0% O Of gOOd performance &. 5%

CpulZ 62 . 0% 0. D% 0. 0% 0. D% 0. 0% 0. O a8, 0%
Cpuls B0, 5% 0. O 0. 0% (0. D 0. 5% 0. 0% 349, 0%
4014392k av, 1335380k used, Z67901Zk free, Ok shrd, 117236k buff
517380k active, 392628k inactive
2047992k aw, Ok used, 2047997k free 7RZ2624k cached

USER PRI SIZE RSS SHARE STAT %CPU %IEM TIME CPU COMMAND
Lserl? 16 4B AIED o 5 s g 0 FPrime0penMPl
root 15 O3 s Shtil: 5 : ; 19: 05 0 magicdey
Userl? 15 4276 4278 2248 3 ; . 0: 05 3 xterm

root g b2l B20 444 5 ; ; SRR

root BT 0 0 : . : 0 migration/0
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Other Causes to Consider

Problems Tools
Cache Thrashing VTune Performance Analyzer

False Sharing Thread Profiler (explicit threads)

Excessive context switching Linux tools
1/0 e vist at and sar

e Disk i/o, all CPUs, context switches,
network traffic, interrupts
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Linux sar Output

¢ user] F@xeon-linux-production: -

[userl?@xeon-11nux-production ~1% sar -f app.sar -w 1 11 | more
Linux 2.6.9-11.ELsmp (xeonh-11nux-production) 01/16/2006

08:01:41 AM cswch/s

08:01:42 AM 273.74
08:01:43 AM  1365.00 Less than 5000 context

gg:gi::g iﬂ ;;g.gg switches per second
08:01:47 AM  782.00 Acceptable context switching should be acceptable
08:01:48 AM 519.80

08:01:49 AM 521.00

08:01:50 AM 504.00

08:01:51 AM 633.00

08:01:52 AM 279.21

08:01:53 AM 280.81

Average: 588.24

[userl7@xeon-11nux-production ~]% sar -f app.sar -W 1 11 | more
Linux 2.6.9-11.ELsmp (xeon-11nux-production) 01/16/2006

08:01:41 AM pswpin/s pswpout/s
08:01:42 AM .00 .00

08:01:43 AM .00

08:01:44 AM .00

08:01:46 AM .00 . . . .
08:01:47 AM .00 Little paging aCtIVIty
08:01:48 AM .00

08:01:49 AM .00 Memory doesn’t seem a
08:01:50 AM .00

08:01:51 AM .00 problem

08:01:52 AM .00

08:01:53 AM .00 .00

Average: .00 .00

[userl7@xeon-11nux-production ~1% l

.00
.00
.00
.00
.00
.00
.00
.00
.00

OCOQCOOOOQOOO0O0
COQCOOOOQOOO0O0
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Performance

This implementation has implicit synchronization calls

e Thread-safe libraries may have “hidden” synchronization to protect
shared resources

e Will serialize access to resources

1/0 libraries share file pointers
e Limits number of operations in parallel

e Physical limits
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Performance

How many times is pri ntf () executed?

voi d ShowProgress( int val, int range )
{
i nt per cent Done;
static int |astPercentDone = 0O;
#pragma onp critical
{
gPr ogr ess++;
percent Done = (int)((float)gProgress/(float)range*200. Of +0. 5f);
}
i f( percentDone % 10 == 0 && | ast Percent Done < percent Done / 10){
printf("\b\b\b\b%3d¥%4s, percentDone);
| ast Per cent Done++;

This change should fix the contention issue
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Design
Eliminate the contention due to implicit synchronization

r
2¢ user1 7 @xeon-linux-production: ~/PrimeQpentP

[userl7@xeon-11nux-production PrimeOpenMP]$ ./PrimeOpenMP 1 1000000
100%

78498 primes found between 1 and 1000000 1n

0.53 secs
[userl7@xeon-11nux-production PrimeOpenMP]$ I

Speedup is 17.87X!
Can that be right?
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Performance

Our original baseline measurement had the “flawed” progress
update algorithm

¢ user1 7 @xeon-linux-production: ~/PrimeSingle
[userl7@xeon-11nux-production PrimeSinglel$ ./PrimeSingle 1 1000000
100%

78498 primes found between 1 and 1000000 1n

0.87 secs
[userl7@xeon-11nux-production PrimeSinglie]$ l

Is this the best we can expect from this algorithm?

Speedup achieved Is X (<1.9X)
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Performance Re-visited

Let’s use Thread Profiler again...

Reference Run: AD: TMOpenMPiguide-02a.gvs [Cclayiclassfiles\LinwdThi ~

Yhole Program
Estimated Speedups

D = ML MO = 0

012345678
Number of Threads

Speedup Curves:
upper. — lower, — ideal
Speedups of Runs:
upper, ¢ lower, ¢ actual

Summary
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OpenMP Critical Regions

fFpragma onp parallel for

for(
| f( TestForPrime(i) )

int i = start; I <=end; i+= 2 ){

#pragma onp critical (one)

gl obal Pri mes[ gPf\nesFound++] = i;

ShowPr ogress(i, range);

}

Naming regions will

Hpragnma onp critical

(two)

create a different

{

gPr ogr ess++;

per cent Done

critical section for
code regions

= (int)(gProgress/range *200.0f +0. 5f)

52
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Performance Re-visited

Any better?

Reference Run:

Whole Program
4 Estimated Speedups

012345678
Number of Threads

Speedup Curves:
upper, — lower, — ideal
Speedups of Runs:
upper, * lower, + actual

Summary
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Reducing Critical Region Size

saEnneEene WO operations (read & write)

Only gPri mesFound update
needs protection
7\

Use local variables for read access

outside critical region

ULy \Vrite and read are separate
{

gPr ogr ess++;

percent Done = (int)(gProgress/range *200. 0f +0. 5f)
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Reducing Critical Region Size

#pragma onp paral lel for
for( int I = start; I <=end; i+= 2 ){
| f( TestForPrime(i) ) {
#pragma onp critical (one)
| Pri mesFound = gPri mesFound++;

2¢ user17@xeon-linux-production: -/Prime0 pentP

[userl?@xeon-11nux-production PrimeOpenMP]$ . /PrimeOpenMP 1 1000000
100%

78498 primes found between 1 and 1000000 1n 0.46 secs
| [userl/@xeon-11nux-production PrimeOpenMP]s |

H#pragma onp critical (two)

edup Is up to 1.89X
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Scaling Performance

¢ user17@xeon-linux-production: -ffinalruns

[userl?7@xeon-11nux-production finalruns]$ ./PrimeSingle 1 10000000
100%

664579 primes found between 1 and 10000000 1in 22.04 secs

[userl7@xeon-11nux-production finalruns]$ ./PrimeOpenMP 138650000
100% 1.96X

664579 primes found between 1 and 10000000 1n 11.23 secs
[userl?7@xeon-11nux-production finalruns]$ I

¢ userd {@xeon-linux-production: ~ffinalruns

[userl?@xeon-11inux-production finalrunsl$ ./PrimeSingle 1 100000000
100%

5761455 primes found between 1 and 100000000 1n( 581.71 secs

[userl/7@xeon-11nux-production f1 eOpenMP 1T=388855uU0
100% 1.97X

5761455 primes found between 1 and 100000000 1n(_294.02 secs
[userl7?@xeon-11inux-production finalrunsl$ I

Optimizing Performance of Parallel Programs on Emerging

Multi-Core Processors & GPUs (OPECG-2009 9
56

‘ l t |®:
Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States or other countries. *Other brands and names are the property of their respective owners.

PDF created with pdfFactory Pro trial version www.pdffactory.com

=
software Copyright © 2006, Intel Corporation. All rights reserved. OPECG 2009



http://www.pdffactory.com
http://www.pdffactory.com

Summary

Threading applications require multiple iterations of designing,
debugging and performance tuning steps

Use tools to improve productivity

Unleash the power of dual-core and multi-core processors with
multithreaded applications
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Threading for Performance
- Other Threading Issues

O

Software
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Synchronization is an expensive, but
necessary “evil” — Ways to minimize impact

e Heap contention
Allocation from heap causes implicit synchronization

Use local variable for partial results, update global after local
computations

Allocate space on thread stack (al | oca)
Use thread-local storage APl (TIsAlloc)

Atomic updates versus Critical Sections

e Some global data updates can use atomic operations (Interlocked family)
e Use atomic updates whenever possible

e Critical Sections versus Mutual Exclusion
e Critical Section objects reside in user space
e Introduces lesser overhead
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False Sharing iIs a common problem when
using data parallel threading

e False sharing can occur when 2 threads access distinct or
Independent data that fall into the same cache line

e Care should be taken to duplicate private buffers and
counter variables be thread local

e Split dataset in such a manner as to avoid cache conflicts
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False sharing Example

e Two threads divide the work by every other 3-component
vertex

Thread 1
Thread 2

P, P, P, P, P,

e Two threads update the contiguous vertices, v[k] and
v[k+1], which fall on thee same cacheine (common case)

12 bytes I 12 bytes——

Cache line 64 bytes

Optimizing Performance of Parallel Programs on Emerging

Multi-Core Processors & GPUs (OPECG-2009 @ = 2
= - (mtel)

OPECG 2009

Copyright © 2006, Intel Corporation. All rights reserved.

Intel and the Intel logo are trademarks or registered trademarks of Intel Corporation or its subsidiaries in the United States or other countries. *Other brands and names are the property of their respective owners.

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

False sharing Example: Problem Fixed

Let each thread handle half of the vertices by dividing the
data into equal halves

Thread 1

Thread 2
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Granularity of data decomposition is important to
dynamically scale for the system

e Finding the right sized “chunks” can be challenging
« Too large can lead to load imbalance
« Too small can lead to synchronization overhead

e What is the optimal # of concurrent threads? Depends
on
 Total size of working set
« Thread synchronization overhead

e Adjust dynamically to help keep the balance right and reduce
synchronization

Get System nf o( & pSyst em nf o) ;
N = | pSyst em nf o- >dwiNunber O Pr ocessor s;
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Threading with OpenMP

Simple, portable, scalable SMP Specification
e Compiler directives
e Library routines

Quick and Easy
e #Hpragma omp parallel for
e Thread scheduling, synchronization, sections, and more

OpenMP is supported in Visual Studio® 2005

Fork / Join programming Model
e Pool of Sleeping threads
 Single threaded until a Fork is reached
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Intel® Threading Building Blocks
A Parallel Programming Model for C++

Generic Parallel Algorithms Concurrent Containers
ParallelFor ConcurrentHashTable
ParallelWhile ConcurrentQueue
ParallelReduce ConcurrentVector

Pipeline

ParallelSort
ParallelScan TaskScheduler

L ow-Level Synchronization Primitives
SpinMutex

QueuingMutex

ReaderWriterMutex

Mutex
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Native WINn32 Threads iIs the most
commonly used currently

e beginthread() / _endthread()

e Basic thread creation function
Lacks configurability with potential for errors

e CreateThread() / ExitThread()
Provides more flexibility during thread creation
No automatic TLS (Thread Local Storage) created

e beginthreadex() / _endthreadex()

Best native thread creation function to use
Automatically creates TLS to correctly execute multi-threaded C Runtime

libraries
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Atomic Updates

Use WIn32 | nt er | ocked* intrinsics in place of synchronization
object

static | ong counter;
| nt er| ockedl ncrenent (&counter);

EnterCritical Section (&cs);
count er ++;
LeaveCritical Section (&cs);
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Lock free algorithms

See Game Programming Gems 6 and other recent literature
Compare and Swap:
e implemented by InterlockedCompareAndExchange

e Atomically implemented in hardware in x86 CPUs
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Parallel Overhead

Thread Creation overhead

e Overhead increases rapidly as the number of active threads
Increases

Solution

e Use of re-usable threads and thread pools
e Amortizes the cost of thread creation
e Keeps number of active threads relatively constant
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Synchronization

Heap contention
e Allocation from heap causes implicit synchronization

e Allocate on stack or use thread local storage

Atomic updates versus critical sections

e Some global data updates can use atomic operations (Interlocked
family)

e Use atomic updates whenever possible
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Load Imbalance

Unequal work loads lead to idle threads and wasted
time
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Granularity

Loosely defined as the
ratio of computation to
synchronization

Be sure there is enough
work to merit parallel
computation

Example: Two farmers
divide a field. How many
more farmers can be
added?
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