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 Example programs using different OpenMP Pragmas for 

SPMD and MPMD programs 

 Mixing of MPI and OpenMP 

 Key factors That impact Performance and Performance 

Tuning Methodology 

 Comparative features of Shared & Distributed Memory 

Programming Paradigms 

Lecture Outline  

Following Topics will be discussed 

Advance Features of  OpenMP  
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 OpenMP’s constructs fall into 5 categories: 

 

 Parallel Regions 

 Work sharing 

 Data Environment  

 Synchronization 

 Runtime functions/environment variables 

 

 OpenMP is basically the same between Fortran and C/C++ 

OpenMP : Contents 



Multi-Core Processors : Mixed Mode Programming: MPI & OpenMP  4 C-DAC   hyPACK-2013 

Need OpenMP-complaint compiler  

 

OpenMP consists of a rich-set of pragmas, environment 
variables and a runtime API for threading 

 

The environment variables and APIs should be used 
sparingly because they can affect performance  
detrimentally.  

 

OpenMP automatically uses an appropriate number of 
threads for the target system. 

 

 

OpenMP : Key Points   
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 Control how “omp for schedule(RUNTIME)” loop iterations 
are scheduled. 

 OMP_SCHEDULE “schedule[, chunk_size]” 

 Set the default number of threads to use. 

 OMP_NUM_THREADS int_literal 

 Can the program use a different number of threads in 
each parallel region? 

 OMP_DYNAMIC TRUE || FALSE 

 Do you want nested parallel regions to create new teams 
of threads, or do you want them to be serialized? 

 OMP_NESTED TRUE || FALSE 

OpenMP : Environment Variables  
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 Environment variables are not propagated by mpirun, so 
you may need to explicitly set the requested number of 
threads with OMP_NUM_THREADS(). 
 

 OpenMP is: 

 A great way to write parallel code for shared memory 
machines. 

 A very simple approach to parallel programming. 

 Your gateway to special, painful errors (race 
conditions). 
 

 OpenMP impacts clusters: 

 Mixing MPI and OpenMP. 

 Distributed shared memory.  

OpenMP : Environment Variables 
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Is MPI Large or Small?  (use MPI-2.0 on Multi Cores)  
 

 MPI is large (125 Functions) 

• MPI’s extensive functionality requires many functions 

• Number of functions not necessarily a measure of complexity 
 

 MPI is small (6 Functions) 

• Many parallel programs can be written with just 6 basic functions 
 

 MPI is just right candidate for message passing 

• One can access flexibility when it is required 

• One need not master all parts of MPI to use it 

  Is MPI Large or Small? 
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Point-to-Point Communications 
 

The sending and receiving of messages between pairs of processors. 
 

 BLOCKING SEND: returns only after the corresponding RECEIVE 

operation has been issued and the message has been transferred. 
 

             MPI_Send 
 

 BLOCKING RECEIVE: returns only after the corresponding SEND 

has been issued and the message has been received. 
 

            MPI_Recv 

  MPI Blocking Send and Receive 
(Contd…) 
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Blocking Sending and Receiving messages 

                      Process 0                                                      Process 1 

                                      

                          Send                                Recv                                       

                                                                                 

 Fundamental questions answered 

 To whom is data sent? 

 What is sent?              How does the receiver identify it? 

MPI Send and Receive 

Other Modes of Communication : Non-Blocking 
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Sender mode   Notes   

Synchronous send 
  Only completes when the receive has 

completed    

Buffered send 
Always completes (unless an 

error occurs), irrespective of receiver. 
  

Standard send 
  Either synchronous or  

buffered.   

Ready send 

  Always completes ( unless an error occurs ), 

irrespective of whether the receive has  

completed. 
  

Receive   Completes when a message has arrived.    

  

MPI Communication Modes 
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Characteristics of Collective Communication  Operations 
 

 Collective action over a communicator 

 

 All processes must communicate 

 

 Synchronization may or may not occur 

 

 All collective operations are blocking. ( Refer MPI-2 Enhancements )  

 

 No tags. 

 

 Receive buffers must be exactly the right size 

MPI Collective Communications 
(Contd…) 
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   MPI Collective Communications 

Type Routine Functionality 

Data Movement MPI_Bcast 

MPI_Gather 

MPI_Gatherv 

MPI_Allgather 

MPI_Allgatherv 

One-to-all, Identical Message 

All-to-One, Personalized messages 

A generalization of MPI_Gather 

A generalization of MPI_Gather 

A generalization of MPI_Allgather 

MPI_Scatter 

MPI_Scatterv 

One-to-all Personalized messages 

A generalization of MPI_Scatter 

MPI_Alltoall 

MPI_Scatterv 

All-to-All, personalized message 

A generalization of MPI_Alltoall 
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   MPI Collective Communications 

Type Routine Functionality 

Aggregation  MPI_Reduce 

MPI_Allreduce 

MPI_Reduce_scatter 

MPI_Scan 

All-to-one reduction, All-to-One,  

A generalization of MPI_Reduce 

A generalization of MPI_Reduce 

All-to-all parallel prefix 

Synchronization  MPI_Barrier  

MPI_Scatterv 

Barrier Synchronization 
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 OpenMP and MPI coexist by default: 

 MPI will distribute work across processes, and these 
processes may be threaded. 

 OpenMP will create multiple threads to run a job on 
Multi Core Systems. 

 

 But be careful … it can get tricky: 

 Messages are sent to a process on a system not to a 
particular thread. 

 Make sure you implementation of MPI is threadsafe. 

OpenMP : Mixing OpenMP and MPI 
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 The following will work on some MPI implementations, but may fail for 

others: MPI libraries are not always thread safe. 

MPI_Comm_Rank(MPI_COMM_WORLD, &mpi_id) ; 
#pragma omp parallel  
{ 
     int tag, swap_neigh, stat, omp_id = omp_thread_num(); 
     long buffer [BUFF_SIZE], incoming [BUFF_SIZE]; 
     big_ugly_calc1(omp_id, mpi_id, buffer); 
                                                                                // Finds MPI id and tag so 
     neighbor(omp_id, mpi_id, &swap_neigh, &tag);// messages don’t conflict 
     MPI_Send (buffer,   BUFF_SIZE, MPI_LONG, swap_neigh,  
                    tag, MPI_COMM_WORLD); 
     MPI_Recv (incoming, buffer_count, MPI_LONG, swap_neigh,  
                    tag,  MPI_COMM_WORLD, &stat); 
     big_ugly_calc2(omp_id, mpi_id, incoming, buffer); 
#pragma critical 
    consume(buffer, omp_id, mpi_id);} 

OpenMP : Dangerous mixing of  OpenMP and MPI 
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 Keep message passing and threaded sections of your program 
separate: 

 

 Setup message passing outside OpenMP regions 

 Surround with appropriate directives (e.g. critical section or 
master) 

 For certain applications depending on how it is designed it may 
not matter which thread handles a message.  

• Beware of race conditions though if two threads are probing on 
the same message and then racing to receive it. 

OpenMP : Messages and Threads 
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MPI_Init(&argc, &argv) ; MPI_Comm_Rank(MPI_COMM_WORLD,&mpi_id) ; 
// a whole bunch of initializations 
#pragma omp parallel for  
for (I=0;I<N;I++) { 
     U[I] =  big_calc(I); 
} 
     MPI_Send (U,   BUFF_SIZE, MPI_DOUBLE, swap_neigh,  
                    tag, MPI_COMM_WORLD); 

 MPI_Recv (incoming, buffer_count, MPI_DOUBLE, swap_neigh,  
                    tag,  MPI_COMM_WORLD, &stat); 
#pragma omp parallel for  
for (I=0;I<N;I++) { 
     U[I] =  other_big_calc(I, incoming); 
} 
consume(U, mpi_id); 

OpenMP : Safe mixing of  OpenMP and MPI 

 Put MPI in sequential regions 
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MPI_Init(&argc,&argv) ; MPI_Comm_Rank(MPI_COMM_WORLD,&mpi_id); 
// a whole bunch of initializations 
#pragma omp parallel 
{ 
#pragma omp for 
    for (I=0;I<N;I++)    U[I] =  big_calc(I); 
#pragma master 
{ 
 MPI_Send(U, BUFF_SIZE,MPI_DOUBLE,neigh, tag, MPI_COMM_WORLD); 
 MPI_Recv(incoming,count,MPI_DOUBLE,neigh, tag, MPI_COMM_WORLD, &stat); 
} 
#pragma omp barrier 
#pragma omp for  
    for (I=0;I<N;I++)   U[I] =  other_big_calc(I, incoming); 
#pragma omp master 
    consume(U, mpi_id); 

} 

OpenMP : Safe mixing of  OpenMP and MPI 

Protect MPI calls inside 

a parallel region 
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Each process prints Hello World along with its process rank 

and thread identifier(id) 

Call MPI_INIT(ierror)                                                            

Call MPI_COMM_SIZE(MPI_COMM_WORLD,Numprocs,ierror)    
Call MPI_COMM_RANK(MPI_COMM_WORLD,MyRank,ierror) 

Call OMP_SET_NUM_THREADS(4)                                          

!$OMP PARALLEL PRIVATE(threadid) 

threadid=OMP_GET_THREAD_NUM()                                           

Print *,”Hello World from Process “,MyRank,”Thread”,threadid 

!$OMP END PARALLEL 

include mpif.h 
Header file for 

MPI 

Call MPI_FINALIZE(ierror) 

MPI-OpenMP Example 
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Shared and Distributed Memory Comparison 

Feature Shared Memory Distributed Memory 

Ability to parallelize 

small parts of an 

application at a time 

Relatively easy to do.  

Reward versus effort 

varies widely 

Relatively difficult to do.  

Tends to require more 

of an all-or-nothing 

effort. 

Feasibility of scaling 

an application to a 

large number of 

processors 

Currently, few vendors 

provide scalable 

shared memory 

systems (e.g., 

ccNUMA systems) 

Most vendors provide 

the ability to cluster 

nonshared memory 

systems with moderate 

to high-performance 

interconnects 
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Feature Shared Memory Distributed Memory 

Additional complexity 

over serial code (to 

be addressed by 

programmer) 

Simple parallel 

algorithms are easy 

and fast to implement.  

Implementation of 

highly scalable 

complex algorithms is 

supported. 

Significant additional 

overhead and 

complexity even for 

implementing simple 

and localized parallel 

constructs. 

(Contd..) 

Shared and Distributed Memory Comparison 
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Feature Shared Memory Distributed Memory 

Impact on code 

quantity (e.g., 

amount of additional 

code required) and 

code quality (e.g., the 

read-ability of the 

parallel code) 

Typically requires a 

small increase in code 

size (2-25%) 

depending on extent 

of changes required 

for parallel scalability.  

Code readability 

requires some 

knowledge of shared 

memory constructs, 

but is otherwise 

maintained as 

directives embedded 

within serial code 

Tends to require extra 

copying of data into 

temporary message 

buffers, resulting in a 

significant amount of 

message handling 

code. Developer is 

typically faced with 

extra code complexity 

even in non-

performance-critical 

code segments.  

Readability of code 

suffers accordingly.  

(Contd..) 

Shared and Distributed Memory Comparison 
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Feature Shared Memory Distributed Memory 

Availability of 

application 

development and 

debugging 

environments 

Requires a special 

compiler and a runtime 

library that supports 

OpenMP.  Well-written 

code will compile and run 

correctly on one processor 

without an OpenMP 

compiler. Single memory 

address space simplifies 

development and support 

of a right debugger 

functionality. 

Does not require a 

special compiler.  Only 

a library for the target 

computer is required, 

and these are generally 

available.  Debuggers 

are more difficult to 

implement because a 

direct, global view of all 

program memory is not 

available. 

(Contd..) 

Shared and Distributed Memory Comparison 
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 Different OpenMP Constructs  on Parallel Regions; 

Work sharing; Data Environment ; Synchronization; 

Runtime functions and environment variables have 

been discussed 

 Example programs using different OpenMP Pragmas for 

SPMD and Non-SPMD programs 

 Mixing of MPI and OpenMP and thread Safety issues 

are important for producing correct results 

 Performance on Shared Memory machines /Multi Cores 

for applications involving structured computations is 

excellent 

Conclusions  

Shared Memory Prog.  :MPI &  OpenMP  
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 Thank You  
   Any questions ? 


